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1.1 The force balance on M1,M2,M3 give, respectively,

M1ẍ1 = u1 + k2(x2 − x1) + k1(−x1) (0.1)
M2ẍ2 = u2 + k3(x3 − x2) + k2(x1 − x2) (0.2)
M3ẍ3 = u3 + k3(x2 − x3). (0.3)

Note that the signs can be verified for each spring force term by checking that moving each mass to the right (and thus
a positive xi) would cause the force to have the correct sign.

Note that we haven’t accounted for damping effects. But damping effects have the same sign as the spring forces when
xi, ẋi have the same sign.

Therefore, In matrix form, this becomes:M1ẍ1
M2ẍ2
M3ẍ3

 =

−k2 − k1 k2 0
k2 −k2 − k3 k3
0 k3 −k3

x1
x2
x3

+

−b2 − b1 b2 0
b2 −b2 − b3 b3
0 b3 −b3

ẋ1
ẋ2
ẋ3

+

u1(t)
u2(t)
u3(t)

 . (0.4)

1.2 Assuming the wheels roll without slipping, the cart will instantaneously rotate about a fixed point. This fixed point can
be constructed by drawing perpendicular lines from all the wheels and seeing where they intersect. Consider the below
diagram,

θs

θ′s

V0

VCM

R
R′

L

We have:

sin θs = L

R
, sin θ′s = L

2R′ . (0.5)

The angular frequency of every point on the robot is the same ωn = V0

R
. Therefore,

VCM = ωnR
′ (0.6)

= V0

R

L

2 sin θ′s
(0.7)

= V sin θs
2 sin θ′s

. (0.8)
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The naive idea here is to say the lateral velocity is VCM sin θ′s, but note that the robot could already be rotated. Let the
angle of rotation with respect to the horizontal line be α, so we have:

VCM,lat = VCM sin(θ′s + α). (0.9)

Using the sine addition formula, we can simplify this to

VCM,lat = VCM sin θ′s cosα+ VCM cos θ′s sinα (0.10)

= V0

2 sin θs cosα+ V0 sin θs
2 tan θ′s

sinα. (0.11)

To simplify this, note that we can write:

sin θs
tan θ′s

= 2, (0.12)

where we used the fact that
sin θs ≈ tan θs = 2 tan θ′s ≈ 2 sin θ′s. (0.13)

Then,

ẏCM = V0

2 θs + V0α. (0.14)

At the center of the two back wheels (marked with an X), the speed is

Vback = R cos θsωn = V0 cos θs ≈ V0 (0.15)

so its lateral velocity is
ẏback = V0 sinα ≈ V0α. (0.16)

Note that the angle α can be written as

α ≈ sinα = yCM − yback
(L/2) =⇒ α̇ = 2

L
(ẏCM − ẏback) = V0

L
θs. (0.17)

Taking higher derivatives of ẏCM , we have

ÿCM = V0

2 θ̇s + V0α̇ (0.18)

= V0

2 θ̇s + V 2
0
L
θs. (0.19)

Taking the derivative again, we have
...
yCM = V0

2 θ̈s + V 2
0
L
θ̇s. (0.20)

Recall that Usteer = θ̇s, so we have our final equation:

...
yCM = V0

2 U̇steer + V 2
0
L
Usteer. (0.21)

1.3 Let I be the moment of inertia of the wheel, and let τ be the torque provided by the servo motor. A torque balance then
gives,

Iθ̈ = 2τ − Ffr,front, (0.22)

where Ffr,front is the force of the static friction of the front wheel. Because the wheels are rolling without slipping, they
must all be rotating at the same rate, and thus have the same angular acceleration. Torque balance on the other two
wheels give

Iθ̈ = Ffr,back. (0.23)

Notice that Ffr,front, Ffr,back are all positive quantities when the robot is accelerating. For the front wheel, the supplied
torque causes the wheel to turn while friction ensures it rotates without slipping and for the back wheels, it is the friction
causing the wheel to turn. Newton’s second law, substituting a = R2θ̈ for the condition of rolling without slipping, where
R is the radius of the wheel, we get

MR2θ̈ = Ffr,front − 2Ffr,back, (0.24)

2



where M is the mass of the robot. Substituting expressions for both friction, we arrive at

MR2θ̈ = 2τ − 3Iθ̈, (0.25)

or
θ̈ = 2τ

MR2 + 3I . (0.26)

The speed of the front wheel is given by,

V0 = Rθ̇ (0.27)

=⇒ V̇0 = 2Rτ
MR2 + 3I (0.28)

1.4 (a) Recall the power series

cos t = 1− 1
2! t

2 + 1
4! t

4 − · · · =
∞∑
n=0

(−1)n

(2n)! t
2n. (0.29)

Then,

L{g(t)}(s) =
∞∑
n=0

(−1)n

(2n)! L{t
2nf(t)}(s) (0.30)

=
∞∑
n=0

(−1)n

(2n)! (−1)2nF (2n)(s) (0.31)

=
∞∑
n=0

(−1)nF (2n)(s)
(2n)! . (0.32)

Equivalently, this is the even part of the function F (s), with the added condition where the sign of each x4i+2 term
is flipped. This is:

1
2 (F (js) + F (−js)) (0.33)

(b) Consider first the substitution h(t1) :=
∫ t1

0
f(τ) dτ , where h(t) has a Laplace transform of H(s). Then,

L{g(t)}(s) = L
{∫ t

0
h(t1) dt1

}
(s) (0.34)

= 1
s
H(s). (0.35)

Similarly,

H(s) = L
{∫ t

0
f(τ) dτ

}
(s) (0.36)

= 1
s
F (s). (0.37)

Therefore, the Laplace transform is
1
s2F (s) . (0.38)

1.5 The response to the unit step function u(t) is given by

y(t) =
∫ ∞
−∞

u(t)h(t− τ) dτ = u(t) ∗ h(t). (0.39)

Note that we can rewrite
h(t) = u(t)− u(t− 2). (0.40)
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Therefore,

y(t) = (u(t)− u(t− 2)) ∗ u(t) (0.41)
= u(t) ∗ u(t)− u(t− 2) ∗ u(t) (0.42)
= R(t)−R(t− 2), (0.43)

where

R(t) =
{
t t ≥ 0
0 else

(0.44)

is the ramp function. In the above computation, we applied linearity and the shifting function of convolutions.

1.6 Let’s first simplify the inner part of the diagram, which appears to be composed of two feedback loops juxtaposed on
each other. We will show that the two leftmost summing points can be combined into a single summing point.

Let the input be R1(s), and the output of the two summing points be R2(s) and R3(s), as shown in part (A) of the
diagram below.

Then,

R2(s) = R1(s)G2 −H2 (R2(s)G4 +R3(s)G5) , (0.45)
R3(s) = R1(s)G3 −H2 (R2(s)G4 +R3(s)G5) . (0.46)

Multiply both sides of the equation on the first side by G4, and multiply both sides by G5 for the second equation. We
get,

R2(s)G4 = R1(s)G2G5 −H2G4 (R2(s)G4 +R3(s)G5) , (0.47)
R3(s)G5 = R1(s)G3G5 −H2G5 (R2(s)G4 +R3(s)G5) . (0.48)
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Adding these up, we obtain

R2(s)G4+R3(s)G5 = R1(s)G2G5−H2G4 (R2(s)G4 +R3(s)G5)+R1(s)G3G5−H2G5 (R2(s)G4 +R3(s)G5) . (0.49)

But R4 := R2(s)G4 +R3(s)G5 is the output of the third (rightmost) summing point. Making this substitution, we can
solve for R4.

R4 = R1G2G4 +R1G3G5 −H2G4R4 −H2G5R4 =⇒ R4 = R1(s)(G2G4 +G3G5)
1 +H2(G4 +G5) . (0.50)

Therefore, our diagram is now simpler. See part (B) of the above diagram. The effective feedback is H3 + H4 due to
linearity and the effective gain is

Geff = G1G6(G2G4 +G3G5)
1 +H2(G4 +G5) , (0.51)

so the transfer function is

R(s)
R(s) = Geff

1 +Geff (H3 +H4) (0.52)

= G1G6(G2G4 +G3G5)
1 +H2(G4 +G5) ·

(
1 + G1G6(G2G4 +G3G5)(H3 +H4)

1 +H2(G4 +G5)

)−1
(0.53)

= G1G6(G2G4 +G3G5)
1 +H2(G4 +G5) ·

(
1 +H2(G4 +G5) +G1G6(G2G4 +G3G5)(H3 +H4)

1 +H2(G4 +G5)

)−1
(0.54)

= G1G6(G2G4 +G3G5)
1 +H2(G4 +G5) +G1G6(G2G4 +G3G5)(H3 +H4) . (0.55)

1.7 We have,

Y (s)
R(s) = K

s(s+ 2)

(
1 + K

s(s+ 2)

)−1
(0.56)

= K

s(s+ 2) ·
s(s+ 2)

s(s+ 2) +K
(0.57)

= K

s2 + 2s+K
(0.58)

The Laplace transform of a unit step is 1
s
, so we can write C(s) as

C(s) = 1
s(s2 + 2s+K) (0.59)

= 1
s
− s+ 2
s2 + 2s+K

, (0.60)

through partial fraction decomposition. Further making the substitution

s2 + 2s+K = (s+ 1)2 + (K − 1) (0.61)

gives
s+ 1

(s+ 1)2 +K − 1 + 1√
K − 1

·
√
K − 1

(s+ 1)2 +K − 1 , (0.62)

allowing us to decompose C(s) into three terms we can easily take the inverse Laplace transform of. We have,

c(t) = L−1 {C(s)} (0.63)

= L−1
{

1
s
− s+ 1

(s+ 1)2 +K − 1 −
1√

K − 1
·

√
K − 1

(s+ 1)2 +K − 1

}
(0.64)

= 1 + e−t cos
(√

K − 1t
)

+ e−t
1√

K − 1
sin
(√

K − 1t
)
. (0.65)
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Recall that u(t) = 1 for t > 0. Note this is only valid for K > 0, which is an assumption we will need to check at the
end. We can further simplify things by making the substitution ωn =

√
K − 1 and the identity

A sin(x) +B cos(x) =
√
A2 +B2 sin (x+ arctan(B/A)) (0.66)

to obtain

c(t) = 1 +

√
1 + 1

ω2
n

e−t sin (ωnt+ arctan(ωn)) (0.67)

The peak time can be determined by finding when c(t) is extremized. Taking the time derivative and setting it to zero,

0 = d

dt

(
1 +

√
1 + 1

ω2
n

e−t sin (ωnt+ arctan(ωn))
)

(0.68)

=⇒ 0 = −e−t sin(ωnt+ arctan(ωn)) + ωne
−t cos(ωnt+ arctan(ωn)) (0.69)

=⇒ tan(ωnt+ arctan(ωn)) = ωn (0.70)
=⇒ ωnt+ arctan(ωn) = arctan(ωn) + kπ, (0.71)
=⇒ ωnt = kπ, (0.72)

where k is a non-negative integer. There are potentially an infinite number of extreme points, but we know that the one
that corresponds to the first positive tp corresponds to the peak time since the envelope function e−t is strictly decreasing,
so we chose k = 1 to obtain tp = π

ωn
.

The maximum overshoot is,

M =
∣∣∣∣c(tp)− c(∞)

c(∞)

∣∣∣∣ (0.73)

= |c(tp)− 1| (0.74)

=

√
1 + 1

ω2
n

e−tp | sin (ωntp + arctan(ωn)) | (0.75)

=

√
1 + 1

ω2
n

e−π/ωn | sin(π + arctan(ωn))| (0.76)

=

√
ω2
n + 1
ω2
n

e−π/ωn
ωn√
ω2
n + 1

(0.77)

= e−π/ωn . (0.78)

To simplify, the identity
sin(arctan(x)) = x√

x2 + 1
(0.79)

was used. We want this to have a value of 10%, so

ωn = −π
ln(0.1) , (0.80)

and so
K = ω2

n + 1 = 1 + π2 1
log(0.1)2 , (0.81)

or
1 < K < 2.862. (0.82)

Note that decreasing K will decrease ωn which will increase M. The smallest K can be is 1, because of our earlier
assumption. Past that, our system turns from an under-damped system to a critically-damped or over-damped system,
where the overshoot doesn’t exist anymore (and therefore doesn’t make sense to talk about it).
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1.8 (a) First, we can determine the closed loop gain to be

Y (s)
R(s) = G

1 +G
(0.83)

= K

s(s+ 2) ·
s(s+ 2)

K + s(s+ 2) (0.84)

= K

s2 + 2s+K
, (0.85)

which is the same as in the previous problem. We have already shown that

tp = π√
K − 1

, 1 < K < 1 + π2

ln(Mp)
. (0.86)

If tp = 1 sec, then

K =
(
π

tp

)2
+ 1 = 1 + π2 ≈ 10.87. (0.87)

The second condition gives

K < 1 + π2

ln(0.05)2 ≈ 2.0997, (0.88)

so the conditions cannot be simultaneously satisfied.

(b) The transfer function has poles at
s = −1±

√
1−K. (0.89)

There are two cases. If K ≤ 1, then s ∈ (−∞, 1]. If K > 1, we have s ∈ {−1}×R ⊆ C. This is plotted in the blue
lines.

We have two conditions we wish to satisfy. To determine general formulas for the roots that satisfy these conditions,
we first need to write the transfer function in the most general form,

H(s) = ω2
n

s2 + 2ζωns+ ω2
n

(0.90)

which has an overshoot of

Mp = exp
(
− πζ√

1− ζ2

)
< 5%. (0.91)

Note that ∣∣∣∣ Im(s)
Re(s)

∣∣∣∣ = ωd
ζωn

= ±
√

1− ζ2

ζ
, (0.92)

so the Mp < 5% condition gives∣∣∣∣Re(s)Im(s)

∣∣∣∣ < − ln(0.05)
π

=⇒ |Im(s)| < −1.049Re(s), (0.93)

which gives the region bounded by the two red lines. Finally, we have the condition that tp ≤ 1 s. The peak time is
given by

tp ≤
π

|Im(s)| =⇒ |Ims(s)| ≥ π, (0.94)

where the boundary is plotted in green.
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C

s-plane for Satisfication of Conditions

Poles of H(s)
Mp < 5% condition
tp < 1s condition

The region in which the conditions are satisfied are between the red and green curves, which do not intersect the
blue curves, so the conditions cannot be satisfied.

Let us explore some possible values of K. If K � 1, the roots start at Re(s) = −1 and have very high imaginary
values (both signs). As K decreases, these roots come together and collide at s = −1. Then further decreasing K
will cause the roots to split apart again, but this time on the real axis, but it will not be symmetric.

Suppose we wish to relax either of our conditions such that we can satisfy it. We deal with two cases:

• What is the maximum accepted value of tp such that we have a solution? The intersection of the blue and red
curves is given by

± 1.05Im(s) = −1 =⇒ Im(s) = ±0.95 (0.95)

so we require
tp ≤

π

0.95 ≈ 3.3 s. (0.96)

• What is the maximum overshoot Mp such that conditions can be met? We want to shift the red curve such
that it intersects the blue and green curve at (Re(s), Im(s)) = (−1, π). We want

|Im(s)| = π

ln(Mp,max)Re(s) =⇒ Mp,max = e−1 ≈ 37%. (0.97)

1.9 One of the zeros is very close to one of the poles, so we can cancel them out,

H(s) ≈ (s/2 + 1)(s/0.1 + 1)
[(s/4)2 + (s/4) + 1](s/0.02 + 1) . (0.98)

We now look at the dominant behavior: Out of the roots and poles s = −2,−0.1,−0.02, x = −2± 2j
√

3, we have that
s = −0.02 is closest to the imaginary axis, so this dominates the behavior of the system. Therefore we can approximate
the settling time as (pg 51 of chapter 3 - part 3 slides),

ts ≈
4.6
0.02 = 230 s. (0.99)

We can verify this using Mathematica (although in engineering, will always be mathematician by heart),

H[s_]:=((s/10)∧2 + 0.1(s/10) + 1)(s/2 + 1)(s/0.1 + 1)/(((s/4)∧2 + (s/4) + 1)((s/10)∧2 + 0.09(s/10) + 1)(s/0.02 + 1));H[s_]:=((s/10)∧2 + 0.1(s/10) + 1)(s/2 + 1)(s/0.1 + 1)/(((s/4)∧2 + (s/4) + 1)((s/10)∧2 + 0.09(s/10) + 1)(s/0.02 + 1));H[s_]:=((s/10)∧2 + 0.1(s/10) + 1)(s/2 + 1)(s/0.1 + 1)/(((s/4)∧2 + (s/4) + 1)((s/10)∧2 + 0.09(s/10) + 1)(s/0.02 + 1));

H[s]//DisplayFormH[s]//DisplayFormH[s]//DisplayForm

(
1 + s

2
)

(1 + 10.s)
(

1 + 0.01s+ s2

100

)
(1 + 50.s)

(
1 + 0.009s+ s2

100
) (

1 + s
4 + s2

16
)

y[t_]:=InverseLaplaceTransform[1/s ∗H[s], s, t]y[t_]:=InverseLaplaceTransform[1/s ∗H[s], s, t]y[t_]:=InverseLaplaceTransform[1/s ∗H[s], s, t]
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Plot[y[t], {t, 0, 230}]Plot[y[t], {t, 0, 230}]Plot[y[t], {t, 0, 230}]

50 100 150 200

0.2

0.4

0.6

0.8

1.0

FindRoot[y[t]==0.99, {t, 230}]FindRoot[y[t]==0.99, {t, 230}]FindRoot[y[t]==0.99, {t, 230}]

{t→ 218.847 − 3.5605271890862875̀*∧-61i}

So we get around 220 s, which is very close to our estimate! Because this is approximated by a first order system, there
is no overshoot.

1.10 (a) We have critical damping. If we have repeated roots, then we can factor

H(s) = ω2
n

(s+ ωn)2 , (0.100)

i.e. ζ = 1. To impulse response is
y(t) = L−1{H(s)} = ω2

nte
−ωnt (0.101)

and the step response is

y(t) = L−1{1
s
H(s)} (0.102)

= L−1
{

1
s
− 1
s+ ωn

− ωn
(s+ ωn)2

}
(0.103)

= 1− e−ωnt − ωnte−ωnt. (0.104)

(b) We have an over-damped system. If the roots are real, then the discriminant is positive,

4ζ2ω2
n − 4ω2

n > 0 =⇒ 1− ζ2 < 0. (0.105)

Let us set γ2 = ω2
n(ζ2 − 1). Then by partial fraction decomposition,

H(s) = ω2
n

(s+ ζωn)2 − γ2 (0.106)

= ω2
n

2γ(s− γ + ωnζ) + ω2
n

2γ(s+ γ + ωnζ) . (0.107)

The inverse Laplace transform gives the impulse response,

y(t) = ω2
n

γ
e−ωnζt sinh(γt) = ωn√

ζ2 − 1
e−ωnζt sinh(γt). (0.108)
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The step response is given by

y(t) = L−1
{

1
s
H(s)

}
(0.109)

= L−1
{
− ω2

n

s(γ2 − ω2
nζ

2) + ω2
n

2γ(γ − ωnζ)(s− γ + ωnζ) + ω2
n

2γ(γ + ωnζ)(s+ γ + ωnζ)

}
(0.110)

= ω2
n

ω2
nζ

2 − γ2 + ω2
n

2γ2 − 2γωnζ
e−ωnζteγt + ω2

n

2γ2 + 2γωnζ
e−ωnζte−γt (0.111)

= ω2
n

ω2
nζ

2 − γ2 + ω2
n

2γ e
−ωnζt

(
eγt

γ − ωnζ
+ e−γt

γ + ωnζ

)
(0.112)

= ω2
n

ω2
nζ

2 − γ2 + ω2
n

2γ e
−ωnζt

(
eγt(γ + ωnζ) + e−γt(γ − ωnζ)

γ2 − ω2
nζ

2

)
(0.113)

= ω2
n

ω2
nζ

2 − γ2 + ω2
n

2γ e
−ωnζt

(
(cosh γt+ sinh γt)(γ + ωnζ) + (cosh γt− sinh γt)(γ − ωnζ)

γ2 − ω2
nζ

2

)
(0.114)

= ω2
n

ω2
nζ

2 − γ2 + ω2
n

2γ e
−ωnζt

(
2γ cosh γt+ 2ωnζ sinh γt

γ2 − ω2
nζ

2

)
(0.115)

= ω2
n

ω2
nζ

2 − γ2

(
1− e−ωnζt

[
cosh(γt) + ωnζ

γ
sinh γt

])
(0.116)

= 1− e−ωnζt

(
cosh(γt) + ζ√

ζ2 − 1
sinh γt

)
. (0.117)

(c) To avoid a lot of the brute force, we rely on symmetries. Note that we can perform the exact same steps as before,
but now γ is imaginary. Therefore, instead of writing

e±γt = cosh(γt)± sinh(γt), (0.118)

for γ ∈ R, we can write
e±j|γ|t = cos(|γ|t)± j sin(|γ|t), (0.119)

which gives us

1− eωn|ζ|t

(
cos(|γ|t) + ζ√

1− ζ2
sin(|γ|t)

)
, (0.120)

where we used the fact that
√
ζ2 − 1 = j

√
1− ζ2, to ensure that the step response is real. Similarly, for the impulse

response, we have

y(t) = ωn

j
√

1− ζ2
eωn|ζ|t sinh(j|γ|t) (0.121)

= 1
2

ωn

j
√

1− ζ2
eωn|ζ|t(ej|γ|t − e−j|γ|t) (0.122)

= ωn√
1− ζ2

eωn|ζ|t sin(|γ|t). (0.123)
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