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## 1 Definition

The adjoint, or adjugate of $\mathbf{A}$, is the transpose of the cofactor matrix $\mathbf{C}=\left[c_{i j}\right]$ :

$$
\operatorname{adj} \mathbf{A}=\mathbf{C}^{T}
$$

where:

$$
c_{i j}(\mathbf{A})=(-1)^{i+j} \operatorname{det} \mathbf{M}_{i j}(\mathbf{A})
$$

where $\mathbf{M}$ is the $(i, j)$-minor.

## 2 Best Property

The most important property is Theorem VIII in Medici:

$$
\mathbf{A} \operatorname{adj} \mathbf{A}=(\operatorname{adj} \mathbf{A}) \mathbf{A}=(\operatorname{det} \mathbf{A}) \mathbf{I}
$$

which will turn out to be very useful.

## 3 Other Properties

For any $n \times n$ matrix:

1. $\operatorname{adj} \mathbf{0}=\mathbf{0}$ and $\operatorname{adj} \mathbf{I}=\mathbf{I}$

Proof. To prove the first part, apply the definition and note that all minors are the zero matrix and the determinant of the zero matrix is zero. For the second part, apply Theorem VIII.
2. $\operatorname{adj} \lambda \mathbf{A}=\lambda^{n-1} \operatorname{adj} \mathbf{A}$

Proof. Using the definition, note that each entry of the cofactor is:

$$
c_{i j}(\lambda \mathbf{A})=(-1)^{i+j} \operatorname{det} \mathbf{M}_{i j}(\lambda \mathbf{A})=(-1)^{i+j} \lambda^{n-1} \operatorname{det} \mathbf{M}_{i j}(\mathbf{A})
$$

Since each minor is an $(n-1) \times(n-1)$ matrix. We can factor this out such that:

$$
\mathbf{C}(\lambda \mathbf{A})=\lambda \mathbf{C}(\mathbf{A}) \Longrightarrow \operatorname{adj}(\lambda \mathbf{A})=\lambda^{n-1} \operatorname{adj} \mathbf{A}
$$

3. $\operatorname{adj}\left(\mathbf{A}^{T}\right)=\operatorname{adj}(\mathbf{A})^{T}$

Proof. From Theorem VIII, taking the transpose of both sides:

$$
\mathbf{A}^{T} \operatorname{adj}(\mathbf{A})^{T}=\operatorname{det}(\mathbf{A}) \mathbf{I}
$$

Now, apply Theorem VIII to $\mathbf{A}^{T}$ to get:

$$
\mathbf{A}^{T} \operatorname{adj}\left(\mathbf{A}^{T}\right)=\operatorname{det}\left(\mathbf{A}^{T}\right) \mathbf{I}
$$

Since we have:

$$
\operatorname{det}\left(\mathbf{A}^{T}\right)=\operatorname{det}(\mathbf{A})
$$

it means that:

$$
\mathbf{A}^{T} \operatorname{adj}(\mathbf{A})^{T}=\mathbf{A}^{T} \operatorname{adj}\left(\mathbf{A}^{T}\right)
$$

If $\mathbf{A}$ is not the zero matrix, then this directly proves it. If $\mathbf{A}$ is the zero matrix, then from property 1 , we get: $\operatorname{adj}\left(\mathbf{A}^{T}\right)=\mathbf{0}$ and $\operatorname{adj}(\mathbf{A})^{T}=\mathbf{0}^{T}=\mathbf{0}$.
4. $\operatorname{det}(\operatorname{adj} \mathbf{A})=\operatorname{det}(\mathbf{A})^{n-1}$

Proof. Taking the determinant of both sides in Theorem VIII:

$$
\begin{aligned}
\operatorname{det}(\mathbf{A a d j} \mathbf{A}) & =\operatorname{det}((\operatorname{det} \mathbf{A}) \mathbf{I}) \\
\operatorname{det}(\mathbf{A}) \operatorname{det}\{\operatorname{adj} \mathbf{A}\} & =\operatorname{det}(\mathbf{A})^{n-1} \\
\operatorname{det}(\operatorname{adj} \mathbf{A}) & =\operatorname{det}(\mathbf{A})^{n-1}
\end{aligned}
$$

5. $\operatorname{adj}(\mathbf{A B})=\operatorname{adj}(\mathbf{B}) \operatorname{adj}(\mathbf{A})$ where $\mathbf{B}$ is a $n \times n$ matrix.

Proof. Assume both matrices are invertible. Applying Theorem VIII to expand $\operatorname{adj} \mathbf{B a d j} \mathbf{A}$, we get:

$$
\begin{aligned}
\operatorname{adj} \mathbf{B a d j} \mathbf{A} & =(\operatorname{det} \mathbf{B}) \mathbf{B}^{-1}(\operatorname{det} \mathbf{A}) \mathbf{A}^{-1} \\
& =(\operatorname{det} \mathbf{A B})(A B)^{-1} \\
& =\operatorname{adj}(\mathbf{A B})
\end{aligned}
$$

If the matrices are non-invertible, then... idk you're fucked I guess. (but trust me, this still works)
6. If $\operatorname{rank} \mathbf{A} \leq n-1$, then rank adj $\mathbf{A} \leq 1$

Proof. Let rank $\mathbf{A}=n-1$. Then:

$$
\text { nullity } A=n-\operatorname{rank} A=1
$$

Since $\mathbf{A}$ is singular, we have $\operatorname{det} \mathbf{A}=0$. From Theorem VIII:

$$
\mathbf{A a d j} \mathbf{A}=0 \Longrightarrow \operatorname{col} \operatorname{adj} \mathbf{A} \in \operatorname{null} A
$$

which implies

$$
\text { nullity } \mathbf{A} \geq \operatorname{rank} \operatorname{adj} \mathbf{A} \Longrightarrow 1 \geq \operatorname{rank} \operatorname{adj} \mathbf{A}
$$

In fact, the rank will always be 1, since there will be some non-zero minor. However, I don't know how to prove this last part.

If rank $\mathbf{A} \leq n-2$, then rank adj $\mathbf{A}=0$. This means that the minimum amount of rows that we need to remove such that all rows are linearly independent is 2 . All minors will have $n-1$ rows, so all minors are consisted of linearly dependent rows and as a result, the determinant of the minors will all be zero and thus adj $\mathbf{A}=\mathbf{0}$.
7. $\operatorname{adj} \operatorname{adj} \mathbf{A}=\operatorname{det}(\mathbf{A})^{n-2} \mathbf{A}$

Proof. Applying Theorem VIII on adj A gives:

$$
\operatorname{adj} \mathbf{A} \operatorname{adj} \operatorname{adj} \mathbf{A}=(\operatorname{det} \operatorname{adj} \mathbf{A}) \mathbf{I}
$$

From property 4, we have:

$$
\operatorname{adj} \mathbf{A} \operatorname{adj} \operatorname{adj} \mathbf{A}=\operatorname{det}(\mathbf{A})^{n-1}
$$

Multiplying both sides by $\mathbf{A}$ and applying Theorem VIII again gives:

$$
\begin{aligned}
(\mathbf{A} \operatorname{adj} \mathbf{A}) \operatorname{adj} \operatorname{adj} \mathbf{A} & =\mathbf{A} \operatorname{det}(\mathbf{A})^{n-1} \\
\operatorname{det}(\mathbf{A}) \operatorname{adj} \operatorname{adj} \mathbf{A} & =\operatorname{det}(\mathbf{A})^{n-1} \\
\operatorname{adj} \operatorname{adj} \mathbf{A} & =\mathbf{A} \operatorname{det}(\mathbf{A})^{n-2}
\end{aligned}
$$

