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In this paper, we outline key environmental issues involved in machine learning.

The energy usage during training and inference of many models are growing expo-

nentially, for diminishing increases in performance. Many groups recommend that

researchers should be more transparent about the energy costs of their model. How-
ever, we find that this may be unrealistic, and we focus our attention on the data

centers which provide the hardware for training and inference. If we encourage data

centers to be more energy efficient and more transparent, it will allow for a push by

the machine learning community to be more environmentally conscious and friendly.

I. INTRODUCTION

Machine learning is transforming the way we
live. It has found its way into dozens of ar-
eas, from marketing to medicine. Consider,
for example, the rise of image recognition
in the past decade. It powers applications
like Google Photos, Facebook, Snapchat, and
Pinterest, among many others. It’s also be-
hind voice recognition, search engines, and
even the object recognition on your phone.

More impressively, this entire introduction
(except this sentence) was written by a model
developed by OpenAl named GPT-3. GPT-3
is a deep learning system that can write sim-
ple sentences. It might not have captured the
imagination of the general public yet, but it
could in the near future.

It’s easy to see how Al could be increasingly
beneficial in the future. It’s also easy to see
how it could be abused. That’s what makes
Al so interesting. It’s one of the most impor-
tant technologies being developed today, and
it represents the cutting edge of technology
innovation.

A. Scope

Ethics in machine learning and artificial intel-
ligence is a hot topic, with several conferences
dedicated to discussing how this technology
should be used and regulated. Instead, this
paper will focus on an aspect of machine
learning that is often neglected: the environ-
mental impacts of running machine learning
models.

B. Background

Machine learning models consist of several in-
terconnected parameters, known as neurons,
that perform a simple mathematical opera-
tion. When put together, these neurons are
able to simulate extremely complex tasks.
Training such a model consists of systemati-
cally adjusting what mathematical operation
each neuron performs, and if there are a lot
of neurons, this can be computationally ex-
pensive.

For example, GPT-3 consists of 175 bil-
lion parameters. Training just one model
has the same carbon footprint as the life-
time carbon footprint of five cars, includ-
ing production[I][2]. A model may be
trained many times during development, and
while the company has not openly stated



how many times the model was trained,
other researchers estimate it to be in the
thousands|2].

II. ISSUES WITH ENERGY
CONSUMPTION

A. Exponential Growth in Size

Machine learning models have seen an expo-
nential growth in size. The size of a typical
deep learning model has grown from tens of
thousands to hundreds of billions of parame-
ters in just a matter of years. This is due to
the fact that more and more data is being col-
lected, which in turn leads to better models.
However, this also means that training these
models becomes increasingly difficult as they
grow larger. In order to train these models,
it is necessary to have large amounts of com-
puting power. The bigger the model grows,
the more computing resources are required to
train it[3].

The trend first began with AlexNet, which
created a revolution by winning the 2012 Im-
ageNet Large Scale Visual Recognition Chal-
lenge by a huge margin through the use
of deep learning. Since then, models have
grown in size and complexity, and we’re now
at the stage where state-of-the-art models
such as ResNet use millions of parameters
and require huge amounts of computational
power[4].

B. Diminishing Returns

One may argue that the energy costs may be
a necessary sacrifice in order to obtain mod-
els that have great socioeconomic benefits for
humanity. However, increasing performance

by increasing the number of parameters is
foolish.

This is because the performance of a model
does not scale linearly with the amount of

computations that the model performs. The-
ory suggests that to double the performance,
one needs to increase the computations by at
least 16 times. However in practice, this may
be much higher. In fact, using recent models
as a guideline, researchers estimate that if we
continue current trends, the number of com-
putations that deep neural networks make
needs to increase by 128 to 16384 times in
order to just double the performance[5].

As an example, in the image classification
challenge ImageNet, the models that have
the most success are the ones that are big-
ger. In order to half the error, the number
of computations need to increase by nearly
1000 times]5].

The increased number of computations leads
to higher energy usage in not only the train-
ing phase, where a model may be trained
thousands of times, but also after the model
has been deployed.

C. Energy Costs of Inference

When machine learning models are used by
the client, known as inference, i.e. during a
Google Search, the computations don’t occur
on one’s personal device. Instead, they run
on a data center run by GPUs. There are two
reasons for this:

First, many modern models are proprietary
software, so corporations would want to con-
trol when it is called. Second, as seen in the
GPT-3 example, models can have hundreds
of billions of parameters. Most personal use
devices simply do not have the hardware re-
quirements to carry out these computations
in a relevant amount of time.

This is a little-known but surprising fact. Not
only does the usage of phones and computers
contribute to e-waste, but it also contributes
to the production of carbon dioxide in data
centers across the world. In fact, the com-
puter systems company Nvidia which designs



GPUs estimates that 80-90% of the cost in
neural networks reside in inference instead of
training[6].

D. Energy Costs of Data Centers

Data centers is a broad term to encompass a
building that houses a collection of hardware
designed to perform a certain task. In 2020,
data centers accounted for 1% of the world’s
electricity consumption and 0.3% of the car-
bon emissions[7]. They use a lot of energy be-
cause not only do they need to store data and
carry out the necessary computations, cool-
ing mechanisms need to be in place to ensure
computers do not overheat.

The abundance of data centers means that
there are a variety of different data centers
with different energy performances.

III. RECOMMENDATION

This paper will first present two suggestions,
which, although they have good intentions,
this paper does not believe they will play a
significant part in making machine learning
more environmentally friendly.

A. What not to do: Push for
Researchers to be Transparent

First, many people suggest that researchers
should be transparent with energy costs in
their papers. One group of researchers sug-
gest that papers should report the train-
ing time and the computational resources re-
quired in hopes that this transparency will
raise awareness for the environmental im-
pacts of training deep learning models as
well as encouraging models that use less
resources|§].

Many journals already require researchers to
be transparent about certain information,

such as their model accuracy and architec-
ture in order for others to reproduce the re-
sult. However, we find requiring researchers
to also report the environmental cost of their
models to be unrealistic and problematic for
two reasons.

First, a group of researchers from the
ByteDance Al Lab rightly describe the issues
with such an approach. If everyone runs the
code under the same hardware and software,
then the above suggestion would be a great
idea. However, this is hardly the case. For
example, carbon emissions are dependent on
the local infrastructure and some hardware
may be more efficient than others. There are
too many variables that may influence the
environmental impact of training a model[9].

Second, even if there was a method to take
into account all the various factors, the envi-
ronmental impact during training is only part
of the story. As mentioned in a previous sec-
tion, a big portion of the energy usage comes
from inference. Some studies have used the
number of floating-point operations (FLOPs)
to measure how computationally intensive a
model is. This metric is related to both in-
ference and training with the added benefit
of being almost independent of hardware and
software. However, this is only a theoretical
metric and experiments have shown it is not
always a good representation[9)].

B. Greener Models come Naturally

In fact, we suggest that unlike heavy pollut-
ing industries such as the oil and gas sector,
there is an inherent incentive for corporations
to develop greener models without the inter-
vention of the government or other third par-
ties. This is because while the cheaper option
in many industries involves the use of fossil
fuels, the cheaper option in machine learning
is the greener one.

Corporations have an internal incentive to



develop more efficient algorithms to shorten
both the training time and the energy costs.
We are already seeing a trend. Recently, a
team of researchers has developed a technique
to reduce the energy cost of large models.
Their model M6 has 10 trillion parameters,
which is 80x the size of GPT-3, yet the en-
ergy cost is only 1% of GPT-3[10].

The currently being developed successor to
GPT-3, called GPT-4, was initially planned
to have 100 trillion parameters[I1]. However
in a September Q&A with Sam Altman, the
CEO of OpenAl, Altman claimed that GPT-
4 will be much smaller, as they have found a
way of reducing the size while still improving
the quality[12].

There seems to already be a shift in the devel-
opment of large models even without external
incentives, whether it is in the form of more
energy efficient algorithms or finding ways to
improve quality with fewer parameters.

C. Push for Greener Data Centers
Instead

The efficiency of data centers vary a lot.
Many cloud data centers can be up to 2 times
as efficient as traditional data centers. This
increase in efficiency is due to the fact that
cloud data centers can be located in areas of
the world where renewable energy is readily
available and in colder climates to reduce the
energy required to cool down systems[I3].

For example, Google and Microsoft have been
carbon neutral since 2012, meaning that the
emissions they create are equal to the emis-
sions they reduce somewhere else, such as
by investing in renewable energy[I4]. In the
last month, Google Cloud has also initiated
a change in which it notifies users of their en-
ergy consumption and carbon footprint[15].

With the rise of machine learning and dom-
inance of inference, companies like Alibaba,
Amazon, Google, and NVIDIA have all cre-

ated data centers specifically tailored to-
wards inference, which can be 2x to 5x times
more energy efficient than traditional data
centers[13].

Recommendation: We recommend that inde-
pendent researchers as well as corporations
choose cloud data centers for training and
specially designed machine learning acceler-
ators for inference. For accountability, we
encourage data centers to also be transparent
with customers about the carbon footprint of
their usage.

One possible drawback is that many tradi-
tional data center companies may lose cus-
tomers, thus losing money. However, tradi-
tional data centers have other customers as
well and the shift to greener data processing
imposed by the machine learning community
will encourage companies to either use more
renewable energy, invest in cloud data cen-
ters, and/or redesign the infrastructure to be
tailored towards training or inference.

IV. CONCLUSION

Machine learning is at the forefront of the
next big revolution we are currently going
into. While work is being done to discuss the
equity concerns this technology may bring,
it is also important to acknowledge the envi-
ronmental impact, often done in data centers
hidden from the public view.

We recommend that data center companies
push towards using cleaner energy and be
transparent with their energy usage. We ask
that machine learning researchers push to use
greener data centers for training and infer-
ence, in order to put pressure on data centers
to be more transparent.
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